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Data Privacy
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• From Slashdot (11/24/2013)
‣ An anonymous reader writes "The NSA snoops traffic and has backdoors in encryption algorithms. 

Law enforcement agencies are operating surveillance drones domestically (not to mention traffic 
cameras and satellites). Commercial entities like Google, Facebook and Amazon have vast data 
on your internet behavior. The average Joe has sophisticated video-shooting and sharing 
technology in his pocket, meaning your image can be spread anywhere anytime. Your private 
health, financial, etc. data is protected by under-funded IT organizations which are not under your 
control. Is privacy even a valid consideration anymore, or is it simply obsolete? If you think you 
can maintain your privacy, how do you go about it?"
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What is Privacy?
• What is a reasonable expectation of privacy today? 
• How do you maintain your privacy to this level? 

3
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What is Data Privacy?
• Australia (Info & Privacy  

Commission)
• from the right to be left alone to  

the right to have some control over how  
your personal or health information is  
properly collected, stored, used or released

‣ information privacy – the way in which  
government agencies or organizations  
handle personal information such as age,  
address, physical or mental health records

‣ freedom from excessive surveillance –  
the right to go about our daily lives without  
being surveilled or have all our actions caught  
on camera.
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Section 1.1 teachers 
What is Privacy?
:meadgZ�i]Z�[daadl^c\�VheZXih�d[�eg^kVXn�l^i]�ndjg�hijYZcih#

Ireland (Data Protection 
Commissioner)



CSE543 - Computer Security Page

Privacy “Statements”
Australia 
h+p://www.ipc.nsw.gov.au/privacy/privacy_forgovernment/govt_privacy/privacy_faqprivacy.html 

The Privacy Act 1988 (Privacy Act) regulates how personal informa@on is handled. The Privacy Act defines personal informa@on as: 

…informa3on or an opinion (including informa3on or an opinion forming part of a database), whether true or not, and whether recorded in a material form or 
not, about an individual whose iden3ty is apparent, or can reasonably be ascertained, from the informa3on or opinion. 

Personal informa@on includes informa@on such as: 

your name or address 
bank account details and credit card informa@on 
photos 
informa@on about your opinions and what you like. 

5

EU - Data Protection Directive
http://epic.org/privacy/intl/eu_data_protection_directive.html

The EU Commission's strategy sets out proposals on how to modernize the EU framework for data protection rules through a series of the 
following key goals: 

• Strengthening the Rights of Individuals so that the collection and use of personal data is limited to the minimum necessary. Individuals 
should also be clearly informed in a transparent way on how, why, by whom, and for how long their data is collected and used. People 
should be able to give their informed consent to the processing of their personal data, for example when surfing online, and should have 
the "right to be forgotten" when their data is no longer needed or they want their data to be deleted. 

• Enhancing the Free Flow of Information in the Single Market Dimension by reducing the administrative burden on companies and 
ensuring a true level-playing field. Current differences in implementing EU data protection rules and a lack of clarity about which country's 
rules apply harm the free flow of personal data within the EU and raise costs. 

• ... 
• More Effective Enforcement of Privacy Rules by strengthening and further harmonizing the role and powers of Data Protection 

Authorities. Improved cooperation and coordination is also strongly needed to ensure a more consistent application of data protection rules 
across the Single Market.

http://www.ipc.nsw.gov.au/privacy/privacy_forgovernment/govt_privacy/privacy_faqprivacy.html
http://www.comlaw.gov.au/Series/C2004A03712
http://epic.org/privacy/intl/eu_data_protection_directive.htmle
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What is Privacy?
• US
‣ This broad concept of privacy has been given a more precise definition in the law. Since the Warren-Brandeis article, according to William Prosser, 

American common law has recognized four types of actions for which one can be sued in civil court for invasion of privacy.

‣ They are, to quote Prosser:

• Intrusion upon the plaintiff's seclusion or solitude, or into his private affairs.

• Public disclosure of embarrassing private facts about the plaintiff.

• Publicity which places the plaintiff in a false light in the public eye.

• Appropriation, for the defendant's advantage, of the plaintiff's name or likeness. 

‣ HIPAA (Health Insurance Portability and Accountability Act of 1996)

• The HIPAA Privacy Rule establishes national standards to protect individuals’ medical records and other personal health information and applies to 
health plans, health care clearinghouses, and those health care providers that conduct certain health care transactions electronically.  The Rule requires 
appropriate safeguards to protect the privacy of personal health information, and sets limits and conditions on the uses and disclosures that may be 
made of such information without patient authorization. The Rule also gives patients rights over their health information, including rights to examine 
and obtain a copy of their health records, and to request corrections.

6
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Protection Privacy
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• How do you protect your privacy in practice?

• Slashdot responses (11/24/2013)

‣ not respond truthfully (may not be practical or be checked)

‣ change your browser (be careful about compatibility)

• use multiple browser profiles or control use of cookies 

‣ encryption (beware of traffic analysis)

‣ don’t use social networks 

‣ assume that you are not interesting (is your head in sand?)

‣ give up (assume all electronic communication is public)

• Others?
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Can We Do Something?
• Suppose a research agency wants to evaluate medical data

‣ Can we give them medical data that cannot be tracked to a specific identity?
• Suppose medical records have fields

‣ Name
‣ Address
‣ Visit Date
‣ Doctor 
‣ Diagnosis
‣ ...

• Can we just remove identifying information (name, address)...?

8
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Inference Attack
• An Inference Attack uses data analysis in order to illegitimately gain knowledge about a subject or 

database.  A subject's sensitive information can be considered as leaked if an adversary can infer its real 
value with a high confidence.

‣ Assume that the adversary can choose the query

‣ Could query by doctor and date

‣ Could cross-reference with external knowledge about doctor or date or condition or ...

‣ To find a particular subject’s sensitive information with high confidence

• How do we know whether removing some identifying information from records (anonymization of 
data) will prevent inference attacks?

9
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Netflix De-Anonymization
• Narayanan and Shmatikov de-anonymization technique
‣ Adversary who knows only a little bit about an individual subscriber can easily 

identify this subscriber’s record in the dataset
• Overview
‣ Model: Database N records of M attributes (NxM)
‣ Adversary Goal: de-anonymize an anonymous record r from the public database
‣ Compute score for each record r from auxiliary info

‣ Claim: For sparse datasets, like Netflix reviews, much less auxiliary info is necessary 
to distinguish records

10



CSE543 - Computer Security Page

Netflix De-Anonymization
• Applied to Netflix Prize dataset
‣ Anonymized dataset of 500,000 Netflix subscribers
‣ Finding: simply removing identifying information is insufficient for anonymity

• How much does an adversary need to know about a Netflix subscriber to 
identify if her record is in the DB?
‣ Auxilary info: Individual ratings of a movie and the dates of ratings 
‣ Result: If adversary knows 8 movie ratings (of which 2 may be completely wrong) 

and dates that may have a 14-day error, 99% of records be uniquely identified

11
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Netflix De-Anonymization
• Approach

‣ Auxiliary info: IMDb reviews - other movie reviews
‣ Obtained Netflix info for some acquaintances - very few records were 

perturbed in Netflix dataset
‣ Given this info, compute similarity between non-anonymous records and those in 

data set - for two attributes: rating and date
‣ Find best match - and test if much better than next match (e.g., compare 

difference to standard deviation)
‣ Bias toward more unusual attribute values

12
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Preventing Inference
• Is there a method that prevents detection of identifying information in records in 

databases?

• While still returning accurate answers to queries?

• Maximizing the accuracy of query results while minimizing the chances of identifying 
records

13
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Differential Privacy
• Consider a trusted party that holds a dataset of sensitive information (e.g. medical records, voter 

registration information, email usage) with the goal of providing global, statistical information about the data 
publicly available, while preserving the privacy of the users whose information the data set contains. 

• “Epsilon” is a “privacy-budget” used to define “Differential Privacy”

‣ A randomized algorithm A (for providing global, statistical info) is epsilon-differentially private if for all 
data sets D1 and D2 that differ in only a single element (data about one person):

‣ Probability that output of A for D1 (with person’s data) contains user data is no greater than eepsilon * 
probability of any output of A for D2

‣ When epsilon is small, then probabilities would be very close

• That is, algorithm A should behave essentially the same on the two data sets

14
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Differential Privacy Systems
• What does it mean in practice?  Privacy is composable

‣ Database and Algorithm A

‣ Adversary requests queries on a database using A
• Untrusted queries

‣ Data owner can specify a “privacy budget” regarding an individual

‣ The system computes a “privacy cost” for each query 

‣ Only allows the query if the cost does not exceed the budget
• Example systems: PINQ and Airavat 

‣ Fuzz: restrict budget for covert information as well

15
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Cell Phones
• A target of data collection are cell phones
‣ Have them with you all the time
‣ Track useful information (GPS)
‣ Download nearly arbitrary code to phones

• Is your cellular information private?
‣ Short answer: no
‣ Long answer: different parties have (or want) access to your data for different 

purposes

• Who should be allowed to access cellular info?  Providers?  Law 
enforcement?  App developers?

16
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TaintDroid
• Runtime taint tracking in Android
‣ Identify security-critical data (manual)
‣ Track its propagation throughout program at runtime

• Each instruction’s impact on tainting must be defined

• Keep metadata about memory locations regarding taint

‣ See if tainted data is output by the program

17

Table 2: Applications grouped by the requested permissions (L: location, C: camera, A: audio, P: phone state). Android
Market categories are indicated in parenthesis, showing the diversity of the studied applications.

Applications⇤ # Permissions†
L C A P

The Weather Channel (News & Weather); Cestos, Solitaire (Game); Movies (Entertainment);
Babble (Social); Manga Browser (Comics)

6 x

Bump, Wertago (Social); Antivirus (Communication); ABC — Animals, Traffic Jam, Hearts,
Blackjack, (Games); Horoscope (Lifestyle); Yellow Pages (Reference); 3001 Wisdom Quotes
Lite, Dastelefonbuch, Astrid (Productivity), BBC News Live Stream (News & Weather); Ring-
tones (Entertainment)

14 x x

Layar (Lifestyle); Knocking (Social); Coupons (Shopping); Trapster (Travel); Spongebob Slide
(Game); ProBasketBall (Sports)

6 x x x

MySpace (Social); Barcode Scanner, ixMAT (Shopping) 3 x
Evernote (Productivity) 1 x x x
⇤ Listed names correspond to the name displayed on the phone and not necessarily the name listed in the Android Market.
† All listed applications also require access to the Internet.

Table 3: Potential privacy violations by 20 of the studied applications. Note that three applications had multiple
violations, one of which had a violation in all three categories.

Observed Behavior (# of apps) Details
Phone Information to Content Servers (2) 2 apps sent out the phone number, IMSI, and ICC-ID along with the

geo-coordinates to the app’s content server.
Device ID to Content Servers (7)⇤ 2 Social, 1 Shopping, 1 Reference and three other apps transmitted

the IMEI number to the app’s content server.
Location to Advertisement Servers (15) 5 apps sent geo-coordinates to ad.qwapi.com, 5 apps to admob.com,

2 apps to ads.mobclix.com (1 sent location both to admob.com and
ads.mobclix.com) and 4 apps sent location† to data.flurry.com.

⇤ TaintDroid flagged nine applications in this category, but only seven transmitted the raw IMEI without mentioning such practice in the EULA.
†To the best of our knowledge, the binary messages contained tainted location data (see the discussion below).

6.2 Findings
Table 3 summarizes our findings. TaintDroid flagged

105 TCP connections as containing tainted privacy sen-
sitive information. We manually labeled each mes-
sage based on available context, including remote server
names and temporally relevant application log messages.
We used remote hostnames as an indication of whether
data was being sent to a server providing application
functionality or to a third party. Frequently, messages
contained plaintext that aided categorization, e.g., an
HTTP GET request containing geographic coordinates.
However, 21 flagged messages contained binary data.
Our investigation indicates these messages were gen-
erated by the Google Maps for Mobile [21] and Flur-
ryAgent [20] APIs and contained tainted privacy sensi-
tive data. These conclusions are supported by message
transmissions immediately after the application received
a tainted parcel from the system location manager. We
now expand on our findings for each category and reflect
on potential privacy violations.

Phone Information: Table 2 shows that 21 out of the
30 applications require permissions to read phone state
and the Internet. We found that 2 of the 21 applications
transmitted to their server (1) the device’s phone num-

ber, (2) the IMSI which is a unique 15-digit code used to
identify an individual user on a GSM network, and (3)
the ICC-ID number which is a unique SIM card serial
number. We verified messages were flagged correctly by
inspecting the plaintext payload.4 In neither case was the
user informed that this information was transmitted off
the phone.

This finding demonstrates that Android’s coarse-
grained access control provides insufficient protection
against third-party applications seeking to collect sensi-
tive data. Moreover, we found that one application trans-
mits the phone information every time the phone boots.
While this application displays a terms of use on first use,
the terms of use does not specify collection of this highly
sensitive data. Surprisingly, this application transmits the
phone data immediately after install, before first use.

Device Unique ID: The device’s IMEI was also exposed
by applications. The IMEI uniquely identifies a specific
mobile phone and is used to prevent a stolen handset
from accessing the cellular network. TaintDroid flags
indicated that nine applications transmitted the IMEI.
Seven out of the nine applications either do not present
an End User License Agreement (EULA) or do not spec-
ify IMEI collection in the EULA. One of the seven ap-
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Web Privacy
• Have you ever … 
‣ Searched for a product on some website

‣ ... Advertisement for the same product shows up on another website?

‣ Reason:  Tracking! Profile users for targeted advertisement

• Study by WSJ found
‣ 75% of top 1000 sites feature social networking plugins 

• Match users’ identities with their browsing activities

• abine and UC Berkeley found
‣ Online tracking is 25% of browser traffic

• 20.28% Google analytics

• 18.84% Facebook

18

http://www.abine.com/

http://www.abine.com/blog/2012/how-facebook-buttons-can-track-you-across-the-web/
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Web Privacy
• Tracking is done when one site embeds content in another

• “Tracker” code is from
‣ Social networking sites

‣ Analytics 

‣ Advertisement agencies 

‣ ...

19

Protecting Browser State from Web Privacy Attacks : Jackson et al.
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Web Privacy
• Objective of tracking code is to maintain state of users across multiple sites
‣ Build profile of sites visited

• Semi-cooperative tracking done by
‣ Javascript

• e.g., Cached redirect URLs 

‣ Web bugs
• 1x1 images 

• Ever wondered why email clients have “Display images”?

‣ IFrames

‣ Cookies

• Traditional, flash, HTML5 LocalStorage, ...

• Defense:  Disable third-party cookies 

20
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Third-Party Cookies
• A third-party cookie is a cookie from a website different from the website being viewed
• Browsers can block third-party cookies 
‣ Different browsers have different variations

• Some have different origin for (hosted, embedded) 

• Some completely block

• Limitation
‣ Other ways exist to store state

• HTML5 LocalStorage

• Redirect caching

• ETags

21
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Web Privacy
• What should the web privacy policy be?

• What is a reasonable default?
• Tracking or no tracking

• What choices should users be able to make?
• Control collection and/or use of data

• Who should develop/manage such policy enforcement?
• Third-parties trusted to administer policies - like OS distributors for MAC policies on 

hosts

• Multiple perspectives on privacy
• Fundamental human right
• Maximize welfare (of whom?)

22
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Web Privacy Technologies
• What technologies are available to users to protect their privacy?
• (1) Opt-out Cookies
‣ Tells the website not to install third-party advertiser or other cookies on your browser
‣ Problems: Install such cookies manually and may get removed

• (2) Blocking Third-Party web content
‣ A “block list” implemented by some browser extension
‣ Problems:  Variable quality, block content and tracking

• (3) Do Not Track
‣ HTTP header, DNT, that signals a user’s preference
‣ Problems: Websites may not honor it

23
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Communicating Anonymously
• What if you want to access a website anonymously?

‣ Avoid government or adversarial tracking

• Is this possible on the Internet?

‣ Traffic analysis: the process of intercepting and examining messages in order to 
deduce information from patterns - even encrypted communications

‣ Someone has access to one or more Internet routers, they can intercept messages 
and determine information, such as the source and destination

24
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Reasonable Expectation
• Your communication traffic is public

• Traffic analysis is practical

• Some parties may want to block communications with some websites

• So what can you do?

25
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Anonymous Routing
• Prevent adversary in the network from deducing the source and 

destination of communications

• Goals 

‣ Complicate traffic analysis
‣ Separate identification from routing

• Anonymous connections: hop-to-hop

‣ Support many applications

26
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Onion Routing
• A combination of techniques to encapsulate communications to make traffic analysis more 

difficult

‣ Mixes: intermediaries that may pad, reorder, delay communications to complicate traffic 
analysis

‣ Onion Routers: Communication infrastructure that act as mixes

‣ Connections: Point-to-point between pairs of onion routers

‣ Communications: changed on each link

• Idea: create end-to-end connections  
through a sequence of onion routers that  
change communications on each hop

‣ Key to changing data - the “onion”

27

Simple decryption mix net. Messages are encrypted under a sequence of public keys. Each mix node removes a layer 
of encryption using its own private key. The node shuffles the message order, and transmits the result to the next 
node.
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Onion
• Initiator’s proxy (W) chooses an anonymous connection

‣ W-X-Y-Z, then destination

• Public key crypto is used to limit each onion router to only “peel” the layer intended for it

‣ How would W create a public key message that only X could read?

‣ How would W create messages for Y and Z inside the message for X?

• For efficiency, only encrypt a header using public key

‣ Rest via symmetric key crypto

28

Michael G. Reed, Paul F. Syverson, and David M. Goldschlag.  Proxies for Anonymous Routing, 12th Annual Computer Security
Applications Conference, San Diego, CA, December 9-13, 1996.

5

directional and real-time) socket connection between the
initiator and responder.

There are many configurations of an onion routing
network.  In one basic configuration, a site that is
concerned about traffic analysis should control an onion
routing proxy in order to protect communication between
that proxy and its users.  That onion routing proxy must
also function as an intermediate onion router in other
anonymous connections.  If it is not used in this way,
observers can monitor the load coming from onion
routing proxy and trace it back to the sensitive site.
However, if the onion routing proxy is also a busy
intermediate onion router, observers cannot tell whether
the sensitive site is consuming, producing, or relaying
traffic.  

Individuals may access an onion router through their
Internet Services Provider (ISP), if the ISP controls an
onion routing proxy.  An individual could also make an
encrypted connection to some public domain onion
routing proxy.  Finally, a user could run an onion routing
proxy on his workstation, and route anonymous
connections through other onion routers.

5.  Using Onion Routing
After the initiator contacts his proxy, onion routing
follows four stages:

1. Define the route.

2. Construct the anonymous connection.

3. Move data through the anonymous connection.

4. Destroy the anonymous connection.

The next four sections describe these stages in more detail.
(The extra details in each Details subsection are
independent of the rest of the paper.)

5.1 Defining the Route

Consider Figure 3.  The initiator’s proxy, W, chooses to
make an anonymous connection through (W-X-Y-Z).
Therefore, W constructs a layered data structure called an
onion (Figure 4):

Each layer of the onion is intended for a particular onion
router and contains the identity of the next onion router in
the anonymous connection, and the key that should be
used when communicating with the previous onion router
in the connection.  The final layer of the onion is intended
for Z.  Since Z is the last onion router in the connection,
its layer only contains a key.

(X Connect to Y,    )

(Y Connect to Z,    )

Figure 4:  An Onion

Using public key cryptography [10], the onion is
constructed so only the intended recipient can peel off the
outermost layer, thereby revealing both his layer and the
onion embedded inside. No recipient knows who created
the onion. So, onion routers can identify only whom they
received an onion from and to whom they are obliged to
send the embedded onion.  And, no recipient can determine
what the other onions embedded in an onion look like.

The onion routing proxy that creates an onion keeps a
copy of the keys in the onion until the anonymous
connection is destroyed.  We will see how these keys are
used in sections 5.3 and 5.4.

5. 1. 1 Onion Details
The onion routing proxy routes the anonymous
connection through neighboring onion routers.  Therefore,
it must know the topology of the onion routing network.

The size of an onion limits the length of a route.  To
prevent observers from inferring the length of a route,
onions are padded to some fixed size. This padding
becomes part of and is indistinguishable from the already
embedded onion.

The key at each layer of the onion is used for bi-
directional communication between an onion router and
the previous onion router.  Therefore, the key really
specifies two stream ciphers, one for forward
communication (in the direction the onion travels) and the
other for backward communication (in the opposite
direction).

Each layer of an onion also contains an expiration time.
An onion router is to ignore an expired onion and is to
ignore replayed onions.  Therefore, onion routers must
keep track of onions during their lifetimes.

For efficiency, the entire onion is not encrypted using a
public key cryptosystem.  Instead some prefix
(corresponding to the block size of the public key
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Onion
• Onion Routing Process

29

Michael G. Reed, Paul F. Syverson, and David M. Goldschlag.  Proxies for Anonymous Routing, 12th Annual Computer Security
Applications Conference, San Diego, CA, December 9-13, 1996.
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cryptosystem) of the onion is encrypted using public key
cryptography, and the rest of the onion is encrypted using
an efficient stream cipher initialized with a key specified
in the prefix [5,7,10].

5.2 Constructing the Anonymous Connection

After constructing the onion, W sends the onion to the
first onion router in the anonymous connection. The
onion moves between onion routers (Figure 5):

Initiator ResponderPublic N etwork

W X Y Z

Figure 5:  Use of an Onion

Each layer of the onion is intended for a particular onion
router, and can be peeled off only by that onion router.
The first layer of this onion is intended for X.  When X
peels off that layer, it obtains a key that it will use when
communicating with W (from whom X received the
onion), and notes that future traffic from that connection
should be forwarded to Y.  X also forwards the embedded
onion to Y.  In a similar way, Y peels off its layer of the
onion, revealing the key that it should use to
communicate with X (from whom Y received the onion),
and notes that future traffic from that connection should be
forwarded to Z.  Z peels off its layer, revealing only the
key that it will use to communicate with Y, and notes
that it is the last onion router in the anonymous
connection.  The first data that Z receives along that
anonymous connection will identify the intended
responder.

5. 2. 1 Anonymous Connection Construction
Details
To keep onion size constant, each onion router is obliged
to add padding to the onion corresponding to the fixed size
layer that was removed.  Onion routers cannot distinguish
padding from embedded onions.  If an onion router fails to
pad an onion, however, the next onion router will notice
that the onion it received is too small and will not process
the onion.  Because of the padding, even onion routers
themselves cannot tell how much of an anonymous
connection has been constructed.

Remember that all communication between neighboring
onion routers is multiplexed in the data stream of a single
socket connection.  Therefore, all data travels in a series of

 fixed size cells.  Each cell has a header that identifies the
anonymous connection it is assigned to, as well as the
type of payload it carries.  For example, cells carrying
onions will be labeled as onion cells, and will also
contain the identifier of the new anonymous connection
that is to be multiplexed over that socket connection.
Notice that this identifier is chosen by the onion router
relaying the onion, and in each socket connection carrying
a  segment of an anonymous connection, the anonymous
connection may have a different identifier.  Each onion
router maintains a table that maps between the identifiers
of incoming connections and outgoing connections, and
the cryptographic keys that are to be applied to data
moving along an anonymous connection.

Cells traveling over a socket connection between onion
routers are link encrypted in a peculiar way:  headers and
payloads are encrypted separately, for efficiency.  For
example, headers are encrypted with some stream cipher
negotiated between the neighboring onion routers.  The
payload of a cell of type onion need not be encrypted,
since the onion was already encrypted for the next onion
router by the onion routing proxy that created the onion.

Because of the link encryption, observers monitoring the
data stream between onion routers cannot read cell headers.
Therefore, observers cannot distinguish between onions
and other types of cells.

5.3 Moving Data Forward

The anonymous connection moves data from the
initiator’s proxy to the responder’s proxy and vice versa.
In the forward direction, the initiator sends plaintext to his
onion routing proxy.  The onion routing proxy repeatedly
crypts1 the data using the inverse of the keys2 specified in
the onion, applying the keys innermost first.  Each onion
router along the route removes one layer of cryption.  The
responder’s proxy forwards the plaintext to the responder.

This is illustrated in Figure 6.

                                                
1 We define the verb crypt to mean the application of a

cryptographic operation, be it encryption or decryption,
where the two are logically interchangeable.  For
example, in a stream cipher using Output Feedback
Mode (e.g., DES OFB), encryption and decryption are
the same operation.

2  Each key really specifies a stream cipher.  The inverse
of a key, therefore, is the inverse of the corresponding
stream cipher.
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Limitations of Onion Routing
• Performance-Anonymity Trade-off

‣ How many onion routers are necessary?

• Traffic analysis is still possible

‣ Does not completely eliminate analysis

• Web traffic may be distinct

‣ May be difficult to hide 

• Onion routers may be compromised

‣ Broken if initiator’s proxy is compromised

• Denial of service is possible
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Tor - The Onion Router
• Second-generation Onion Router

• Significant improvements

• Perfect forward secrecy: Instead of using public keys that could eventually be compromised, use per-hop keys 
that are deleted when no longer in use

• Performance improvements: Shared TCP streams, congestion control

• Integrity checking: None before, end-to-end now

• Subsequent improvements include

• Guard nodes

• Improved path selection algorithms

• Used by Edward Snowden to send information about PRISM to the Guardian and Washington 
Post
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Guard Nodes
• Prevent de-anonymization by traffic analysis

• From Tor documentation

• if an attacker controls or monitors the first hop and last hop of a circuit, then the attacker 
can de-anonymize the user by correlating timing and volume information.

• Approach

‣ Tor clients pick a few Tor nodes as its "guards", and uses one of them as the first hop for all 
circuits (as long as those nodes remain operational).

• If the guard nodes chosen by a user are not attacker-controlled all their future circuits will be 
safe
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Using Tor
• Tor Browser

‣ Configured to browse using Tor network

• But that alone is not enough - need to change your habits

‣ Don't torrent over Tor - sends your IP address

‣ Don't enable or install browser plugins - reveal your IP address

‣ Use HTTPS versions of websites - Tor only encrypts in the Tor network

‣ Don't open documents downloaded through Tor while online - they might contain internet 
resources (pdf and doc)

‣ Use a bridge - to hide that you are using Tor - get friends to also
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Take Away
• Maintaining private use of digital services is difficult
‣ Ease of broad access to data is often a goal

‣ Difficult to know what privacy means to users and privacy can be broken using external data

• Databases
‣ Queries of private databases may reveal secrets

‣ Even “anonymized” release of data may insufficiently protect anonymity (Netflix)

• Communication privacy

‣ Prevent traffic analysis during secure communication

‣ Onion routing - available in Tor
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