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The “security’” and "'safety’” questions!?

@ PennState

In security, we ask two questions of any new technology

|. Cant
2. Cant

ne tec
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ogy be abused by an adversary!?

ogy be used against us?

Hint: the answer is always yes.



Definition of Adversarial ML @ PennState

“Adversarial examples are inputs to machine learning models
that an attacker has intentionally designed to cause the model
to make a mistake”

(Goodfellow et al 2017)



How it works ... training ... @ Pennstate

Training Data Learning Algorithm Model

(Deep Learning,
Decision Trees,

others ...)
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Learning: find classifier function that minimize a cost/loss (~model error)



How it works ... run-time ... @ Pennstate

Machine Learning [0.01,0.84,0.02,0.01,0.01,0.01,
. . ﬁ
Classifier 0.05,0.01,0.03, ]

Inference time: which "class” is most like the input sample



Model (training time ...) (@) pennstate

Ears * The learning algorithm identifies the
(pointy) regions of the input feature space that
best represent the particular classes
Tail Tail

(shorter) (longer)
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Model (inference time ...) (@) pennstate

Ears * At run time selects looks at the input
(pointy) features and determines which of the
classes best represents the input
sample
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Tail Tail
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An Example of Misclassification PennState

————— Task decision boundary EX Training points for class 1
Model decision boundary © Training points for class 2

x Testing points for class 1 x Adversarial examples for class 1



Adversarial Example @ PennsState

Schoolbus Perturbation Ostrich

(rescaled for visualization)

(Szegedy et al, 2013)



Another example ... @ PennState

M components N components

Input Layer Hidden Layers Output Layer

(e.g., convolutional, rectified lineatr, ...)

O Neuron

Weighted Link (weight is a parameter part of 6)



Let's play a game .... (@) pennstate




Adversarial Examples

... beyond deep learning
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Logistic Regression Nearest Neighbors
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Support Vector Machines Decision Trees

@ PennState

... beyond computer vision
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Threat Model @ PennState

> White Box
* Complete access to the classifier F

>  Black Box
e Qracle access to the classifier F
* For a data x receive F(x)

> Grey Box
* Black Box + “some other information”
* Example: structure of the defense



Attack Steps (@) pennstate

* Adversary’s problem

* Given: x € X
* Find §
* min  u(9)

» Suchthat: F(x+68)€T
* Where:T CY

* Misclassification: T =Y — {F(x)}
* Targeted: T = {t}



Adversarial samples ... intuition ... PennState

‘},. Neural Network
w‘ ‘ Architecture
l F
. . ," X*:X+
8[2:127;3? ' Perturbation 5XI Misclassification 5.
ISHVIEY Selection Check for: yes
Estimation )
F(X+0X)=4
Legitimate input s Adversarial Sample

classified as “1” misclassified as “4”
by a DNN by a DNN

F(X)=1 X< X+0X F(X*)=4




Using machine learning to create ... @ PennState

Toa Generative Model Starte.r seed
raining Learning (optional)
b :

)] Generative

— Process

= B

&

Inference time: produce output which is most like training inputs ..



Creating reality? Fake news @ PennState

Abusive use of machine learning:

Using GANs to generate fake content (a.k.a deep
fakes)

Strong societal implications:

elections, automated trolling, court

evidence ... Generative media:

e Video of Obama saying things he
never said, ...

e Automated reviews, tweets,
comments, indistinguishable from
human-generated content




Creating reality? Fake reviews @ PennState

“I love this place. | have been going here for years and
it is a great place to hang out with friends and family. |
love the food and service. | have never had a bad
experience when | am there.” (5 stars!)

“I had the grilled veggie burger with fries!!!! Ohhhh and
taste. Omgggg! Very flavorful! It was so delicious that
| didn’t spell it!!” (5 stars!)

“I was so excited to try this place out for the first time and the food was awful. |
ordered the chicken sandwich and it was so salty that | could not eat it. | was so
disappointed that | was so disappointed in the food. | was so disappointed that | was so
disappointed with the service.” (| star)

Source: https://arxiv.org/pdf/1708.08 15 | .pdf,“Automated Crowdturfing Attacks and Defenses in Online Review Systems” (Yao et al.)



https://arxiv.org/pdf/1708.08151.pdf

Model theft ... @ PennState

* Machine learning models (generally) expose a lot of information about their
internals just through normal interactions ... and can be reproduced.




Consequences ... (@) pennstate

a service to create adversarial samples, you just

* Security— you don’t have to know anything about
have to be able to access it. )

Linked T}

* Intellectual property — if your organization’s value GoogleCloudPlatform

is “in”’ a model, then it can be extracted (and
duplicated and misused).

* Privacy — the model can tell you a lot about the amazon
training data, e.g., patient data. webservices"

Gsas  EEl ) epomine




Thanks to lan Goodfellow, Somesh Jha, Patrick McDaniel,
Nicolas Papernot and Berkay Celik for some slides.



